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Abstract: We report an application of deep reinforcement learning (RL) to the task of controlling a complex large-scale
chemical process. RL is a flexible machine learning framework that can be used for control, and deep RL incorporates
deep learning into RL as a powerful tool for function approximation. As a case study, a benchmark simulator of a vinyl
acetate monomer (VAM) plant is used to train RL agents to control the production load to target values. Considering
practical application, 1) rain disturbance and 2) policy smoothing are introduced to learn a robust and stable policy.
Experimental results demonstrate that RL is a promising approach for the control of large-scale plants under disturbances.
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1. INTRODUCTION
Chemical plants are complex and dynamic systems

consisting of many components for manipulation and
sensing. Therefore, the operation of chemical plants is
not straightforward and requires skilled operators. How-
ever, the number of such operators is limited. In order to
assist operators, we have developed a system to automat-
ically control the plant. .

To obtain the control policy of our system, we adopt
a deep reinforcement learning (RL) approach. Deep RL
is a combination of deep learning and RL, and it has re-
cently been demonstrated its effectiveness in various con-
trol tasks [1], [2]. In addition, deep RL does not require
accurate environment models that are in general difficult
to be hand-crafted in complex tasks. This is a strong ad-
vantage over control methods such as a model predictive
control [3].

To validate the effectiveness of deep RL in a large
commercial-level plant, an attempt has been made to
learn the policy to control the production load of a vinyl
acetate monomer (VAM) plant simulator. VAM plant
simulators are widely used as a benchmark model for
chemical process control, and their complexity and scale
are considered comparable to large commercial plants
[4], [5]. In this paper, a policy for the production load-
down operation, which is a typical operation in VAM
plants [4], is learned via deep RL.

In addition, towards practical application, we partic-
ularly consider guaranteeing the robustness and smooth-
ness of the learned policy.
Robustness: the learned policy ought to be robust against
disturbances because the real plants are subject to vari-
ous kinds of disturbances, such as rain and changes in the
temperature and the feed composition. In this paper, we
focus on learning policies that are robust against rain dis-
turbance.
Smoothness: the learned policy ought to be smooth
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enough to be feasible in the real world. A control pol-
icy which suddenly changes the control signal (e.g., the
bang-bang-control policy) might work in simulation, but
it can make the real plant unstable. Additionally, consid-
ering the situation where our agent is used to guide hu-
man operators to control the plant, it is hard for the oper-
ators to follow the guidance produced by an un-smoothed
policy. We address these issues by regularizing the policy
to be sufficiently smooth.

There have been several studies on the application of
RL to VAM plant control. Kubosawa et al. [6] developed
a system that can suggest appropriate operation proce-
dures for handling a malfunction. Zhu et al. [7] learned a
policy that achieved comparative performance to model-
based control. Mori et al. [8] improved the gross profit
over model-based control. In contrast to these studies,
our aim is to learn a robust and smooth policy to control
the VAM product load under disturbances.

2. PRELIMINARIES

2.1. Vinyl Acetate Monomer Plant
VAM is produced by the reaction of ethylene (C2H4),

oxygen (O2), and acetic acid (AcOH), while water (H2O)
is also generated as a by-product. The whole process flow
consists of the following seven sections:
1. Raw material feed. C2H4 and O2 are fed in the gas
phase, and AcOH is fed in the liquid phase and vaporized
with superheated steam in a vaporizer.
2. Reactor. The three raw materials are mixed and fed to
a reactor and then VAM and H2O are generated and some
unreacted AcOH remains.
3. Separator and compressor. The VAM, unreacted
AcOH, and H2O are condensed as liquid VAM crude at a
separator.
4. Absorber. The separated and compressed gas is ab-
sorbed by cold AcOH, fed from the top of an absorber,
and the mixture of VAM and AcOH is discharged from
the bottom of the absorber.



5. Buffer tank and distillation column feed. The VAM
crude coming from the separator is stored at an interme-
diate buffer tank and fed to the following distillation col-
umn.
6. Distillation column and condenser. The VAM crude
is distilled in a distillation column, and VAM-H2O mix-
ture is discharged from the top of the column and then
condensed at a condenser.
7. Decanter. The VAM-H2O mixture is separated at a
decanter. The VAM forms the organic phase and the H2O
constitutes the aqueous phase.

The chemical processes in the VAM production con-
tain sub-processes that commonly appear in a variety of
chemical production processes. Hence, its plant model is
often implemented as a benchmark model in plant simu-
lators [4], [5].

Visual Modeler [5] is used for our experiments. In Vi-
sual Modeler, the modeled VAM plant is equipped with
26 PID controllers and 109 sensors to control the afore-
mentioned processes. The users and RL agents can ma-
nipulate the desired value of each PID controller. The
simulator also implements several disturbance models in-
cluding rain disturbance, which was used in our exper-
iments. Under rain disturbance, heat dissipation at all
heaters increases due to cooling by rain.

2.2. Reinforcement Learning
In RL, problems are modeled as Markov Decision

Process (MDP), which is represented by the tuple:
(S,A,R, T, ρ0). S is a state space, A is an action space,
R : S × A × S → (−∞,∞) is a reward function,
T : S × A × S → [0,∞) is a transition probability,
and ρ0 is an initial state distribution.

The objective of RL is to find the optimal policy π∗ :
S×A → [0,∞) which maximizes the discounted return:

π∗ = argmax
π

Eπ

[ ∞∑
t=0

γtR(st, at)

]
,

where γ ∈ [0, 1) is a discount factor.
Deep RL is a type of RL in which deep learning tech-

niques are used to achieve strong function approximation.

2.3. Soft Actor-Critic
Soft actor-critic (SAC) [9], [10] is a state-of-the-art

model-free off-policy Deep RL algorithm. SAC maxi-
mizes the policy entropy in addition to the discounted re-
turns to improve exploration and robustness [9], [11].

2.4. Hindsight Experience Replay
In practice, it is difficult to learn a policy under a

sparse reward setting. This is because the reward signal is
not informative. Sparse rewards can be avoided by using
a dense reward function. However, manually designing it
is in general complicated and costly.

Hindsight Experience Replay (HER) [12] addresses
this problem by relabeling the original goal with the
achieved goal. Since the goal does not affect the envi-
ronment dynamics, the overwritten data can be used to

learn a policy. Intuitively, it augments the agent with the
ability to learn from mistakes. HER is shown to be ef-
fective for goal-reaching tasks, where appropriate reward
engineering is difficult.

Our VAM plant control task is a goal-reaching task,
in which only sparse rewards are given, and thus HER is
introduced for our policy learning.

2.5. Conditioning for Action Policy Smoothness
Deep RL typically does not consider action smooth-

ness and a learned policy produces oscillatory control
signals. However, this is especially problematic in real-
world applications, because, as discussed in the introduc-
tion, it makes a controlling plant unstable and hard to be
interpreted by human operators.

Conditioning for Action Policy Smoothness (CAPS)
[13] regularizes agents to learn smoother control policies.
In the study [13], CAPS successfully learned a smooth
policy and reduced motor usage in a quadrotor drone con-
trol task.

In CAPS, the objective function for policy learning is
augmented with an additional regularization term:

JCAPS
πθ

= Jπθ
− λTLT

LT = Eπθ

[
||µθ(st)− µθ(st+1)||2

]
,

where πθ is a policy with a parameter θ, Jπθ
is the orig-

inal objective function of a base RL algorithm, λT (> 0)
is a hyperparameter, and µθ(s) is the mean vector of the
distribution πθ(·|s). LT penalizes policies when actions
taken at consecutive states are significantly different.

3. EXPERIMENTS
3.1. Task Specification

Our task is to control the production load of the VAM
(FC560.PV). In this section, we describe our task specifi-
cation to apply RL.

Reward:

r(pc, pt) =

{
1 ( |pc−pt|

ps
< ε)

0 (otherwise),

where pc is the current production load, pt is the tar-
get production load, and ps is the production load under
steady states 1. ε is set as ε = 0.01 for the experiments.

State: The state space consists of 109 sensor read-
ings including temperature, flow, quality, pressure, and
liquid level. Action: Using all of the PID controllers
available in the simulator was not a reasonable choice be-
cause many of them are irrelevant to the task, and because
large action spaces generally impaired learning stability.
Hence, on the basis of a control guide for the VAM plant,
PID controllers were chosen for interference by the RL
agent. More specifically, two groups of PID controllers
were used. When there was no disturbance, a pressure

1We also tried using dense rewards, but the resulting performance was
worse than that of the sparse rewards case. This result demonstrates the
difficulty of reward engineering [12].



controller of a steam drum (PC210.SVM) and a quality
controller of oxygen feed (QC170.SVM) is used. When
the rain disturbance was activated, a flow controller of
steam to a reboiler (FC501.SVM) was added to the for-
mer controller group.

Weather change was modeled as Markov processes.
For instance, if it was currently raining, there was a 96
percent chance of rain at the next time step. If it was not
raining, there was a 4 percent chance of rain at the next
time step. The intensity of rain, which is expressed as the
value of a heat transfer coefficient in the VAM plant sim-
ulator, was sampled uniformly from 1 to 50 W/(m2K).

Every episode started from a unique steady state. The
interval between the occurrence of each action was thirty
minutes and each episode lasted for up to thirty hours.
Note that this was measured by virtual time on the sim-
ulator, and not by wall-clock time. When any of the
safety criteria defined in the simulator [4] was violated,
the episode was immediately terminated.

The RL agent was based on SAC [10] with two major
modifications. First, HER was applied to efficiently learn
a policy under the sparse-reward setting. Second, CAPS
was applied to learn a smooth policy. The Q network and
the policy network had two hidden layers with 128 ReLU
units.

3.2. Results
The case without rain disturbance: Fig. 1 shows

the results over five trials of training with different ran-
dom seeds. The agent achieved a high score in the early
stage of the training, but it soon deteriorated significantly.
This was probably due to the lack of diversity in the ini-
tial states. Namely, the agent was overfitted to a small
amount of training data, which was collected at the early
stage of training. This might be mitigated by using di-
verse initial states for training. Example trajectories of
the learned policies are shown in Fig. 2. The VAM pro-
duction load was successfully adjusted to the target value.
Finally, Fig. 3 shows that the use of CAPS contributes
to obtaining a smoother (stable and interpretable) policy
compared to the one without CAPS.

Fig. 1 Learning curves with and without rain disturbance.
The solid lines correspond to the mean scores and the
shaded areas to the 95% confidence intervals.

The case with rain disturbance: Fig. 1 shows the
results over five trials of training with different random

Fig. 2 Examples of a learned control policy. The results
in the same trial are highlighted in the same color. The
solid lines and dashed lines in the production figure
correspond to the achieved production and the target
production, respectively. The shaded areas show ±ε
range used for reward calculation.

Fig. 3 Examples of a control policy learned without
CAPS.

seeds. The agent stably achieved a high score despite
the disturbance. This stable learning could be attributed
to the diversity of the visited space caused by the distur-
bance. Some examples of the learned policies are shown
in Fig. 4. When it began raining, the agent increases
the steam flow in the reboiler and mitigated the drop of
the production load. Interestingly, it was the same as the
proper measures to rainfall that is described in the instruc-
tion manual of the plant simulator [4].

4. CONCLUSION
In this paper, deep RL was applied to the VAM produc-

tion control task. The trained agent successfully adjusted
the production to the target value. It also learned how
to deal with rain disturbances, and produced stable and
interpretable countermeasures.

In future work, more difficult tasks would be ad-



Fig. 4 Example trajectories of a learned control policy
under rain disturbance.

dressed, such as a start-up operation. We also plan to
train a more general policy dealing with various tasks in-
stead of individually learning policies for each task.

It is also important to deal with various disturbances,
such as a sudden change in pressure and a sensoring trou-
ble. In this work, the focus is on learning a robust policy
under the influence of disturbances that are experienced
in training. However, the ability to perform safe opera-
tions even under unseen disturbances is required in prac-
tice. This could be much harder than the current condi-
tion, but it is important in practice.
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